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Abstract

Eyetrackinghaslongheldthepromiseof beingausefulmethodol-
ogyfor humancomputerinteraction.However, anumberof barriers
have stoodin the way of the integration of eye tracking into ev-
erydayapplications,including the intrusiveness,robustness,avail-
ability, andpriceof eye-trackingsystems.To lower thesebarriers,
we have developedthe openEyessystem.The systemconsistsof
anopen-hardwaredesignfor a digital eye tracker thatcanbebuilt
from low-costoff-the-shelfcomponents,anda setof open-source
softwaretoolsfor digital imagecapture,manipulation,andanalysis
in eye-trackingapplications.We expectthat theavailability of this
systemwill facilitatethedevelopmentof eye-trackingapplications
andtheeventualintegrationof eyetrackinginto thenext generation
of everydayhumancomputerinterfaces.We discussthe methods
andtechnicalchallengesof low-costeye trackingaswell asthede-
signdecisionsthatproducedourcurrentsystem.

CR Categories: H.5.2 [InformationInterfacesandPresentation]:
UserInterfaces—Interactionstyles

Keywords: video-basedeye-tracking,humancomputerinterac-
tion, consumer-gradeoff-the-shelfparts

1 Intro duction

Eyetrackinghasbeenusedfor closeto a centuryasa tool to study
the cognitive processesof humansperforminga wide variety of
tasksrangingfrom readingto driving (for review see[Duchowski
2002]). Only more recently, hasthe potential integration of eye
movementsin humancomputerinterfacesbeenseriouslyinvesti-
gated(initially by [Jacob1991]). In spite of the promiseof this
research,eye-trackingtechnologyis notusedin everydaycomputer
interfaces.Theabsenceof eye trackingin consumer-gradehuman
computerinterfacescan be attributed to the signi�cant intrusive-
ness,lack of robustness,low availability, and high price of eye-
trackingtechnology.

Much researchhasindicatedthe potentialof eye tracking to en-
hancethequality of everydayhuman-computerinterfaces.For ex-
ample,eye-trackinginterfaceshave beenimplementedthat allow
usersto directly controla computerusingonly eye movements.In
onesuchapplication,eye typing, userswith movementdisabilities
cantypeby lookingatkeysonavirtual keyboardinsteadof provid-
ing manualinput [MajarantaandRaiha2002]. Similarly, systems
have beendesignedthat allow usersto control the mousepointer
with their eyesin a way thatcansupport,for example,thedrawing
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of pictures[Hornof et al. 2004]. Theseinterfaceshave alsobeen
helpful for healthy usersby speedingicon selectionin graphical
userinterfaces[Sibert andJacob2000] or objectselectionin vir-
tual reality [Tanriverdi andJacob2000].Furthermore,eye tracking
promisesto enhancethequality of video-transmissionandvirtual-
reality applicationsby selectively presentinga high level of detail
at the point of gazewhile sacri�cing level of detail in the periph-
erywhereits absenceis notdistracting[ParkhurstandNiebur 2002;
ParkhurstandNiebur 2004].

Although numerouseye-trackingtechnologiesincluding electro-
oculography, magneticeye-coil trackingandvideo-basedtracking,
havebeenavailablefor many years[YoungandSheena1975],these
techniqueshave all beenlimited in a numberof importantways.
The primary limitation, especiallyrelevant for applicationin con-
sumerproducts,is theinvasivenessof eye-trackingsystems.Some
techniquesrequireequipmentsuchasspecialcontactlenses,elec-
trodes,chin rests,bitebarsor othercomponentsthatmustbephys-
ically attachedto the user. Theseinvasive techniquescanquickly
becometiresomeor uncomfortablefor theuser. Video-basedtech-
niqueshave minimized this invasivenessto somedegree. Video-
basedtechniquescapturean imageof the eye from a cameraei-
thermountedon headgearworn by theuseror mountedremotely.
The recentminiaturizationof video equipmenthasgreatly mini-
mizedthe intrusivenessof head-mountedvideo-basedeye trackers
[Pelzet al. 2000;BabcockandPelz2004]. Furthermore,remotely
locatedvideo-basedeye-trackingsystemscanbecompletelyunob-
trusive(e.g.,see[Haroetal.2000;Morimotoetal.2002]),although
at somecostto therobustnessandqualityof theeye tracking.

Thecostandavailability of eye-trackingtechnologyalsolimits its
application. Until only recently, eye trackers were custommade
upondemandby a very few selectproductionhouses.Eventoday,
eye-trackingsystemsfrom thesesourcesrangein pricefrom 5,000
to 40,000US dollars,andthus limit their applicationto high-end
specialtyproducts.It is importantto notehowever that thebulk of
thiscostis notdueto hardware,asthepriceof high-qualitycamera
technologyhasdroppedprecipitouslyoverthelasttenyears.Rather
thecostsaremostlyassociatedwith customsoftwareimplementa-
tions,sometimesintegratedwith specialized,althoughinexpensive,
digital processors,to obtain high-speedperformance.Moreover,
customersupportcanalsocontributesigni�cantly to these�nal pur-
chaseprices.

It is clearthat to reapthe potentialbene�ts of eye trackingin ev-
erydayhuman-computerinterfaces,the developmentof inexpen-
sive and robust eye-trackingsystemswill be necessary. Towards
this goal, we have undertaken the developmentof an eye tracker
thatcanbebuilt from low-costoff-the-shelfcomponents.We have
iteratedthrougha numberof systemdesignsandin this paperwe
describethesesystemsaswell oursuccessesandfailuresin thispro-
cess.Wehavearrivedataminimally invasive,digital head-mounted
eye tracker capableof anaccuracy of approximatelyonedegreeof
visualangle.Asidefrom adesktopor laptopcomputerto processes
video,thesystemcostsapproximately350US dollarsto construct.
Our analysisalsoindicatestheneedfor thedevelopmentof widely
available,reliableandhigh-speedeye-trackingalgorithmsthat run
on generalpurposecomputinghardware. Towardsthis goal, we
havealsodevelopedanovel video-basedeye-trackingalgorithm.



We refer to our eye tracker as the openEyessystembecausewe
make freely available both the hardware constructionsplansand
the software that implementsthe algorithm. The open-hardware
designis availablein a detailedstepby steptutorial on ourwebsite
(http://hcvl.hci.iastate.edu/openEyes).The software is also freely
availablein theform of anopen-sourcepackagelicensedunderthe
GeneralPublicLicense.We hopethat theavailability of software,
easeof constructionandopendesignof theopenEyessystemwill
enableinterfacedesignersto begin exploring thepotentialbene�ts
of eye trackingfor humancomputerinterfaces. Furthermore,the
�e xibility providedby our openapproachshouldallow systemde-
signersto integrateeye trackingdirectly into their systemor prod-
uct. We expect that the availability of the openEyessystemwill
signi�cantly enhancethe potentialthat eye trackingwill be incor-
poratedinto thenext generationof human-computerinterfaces.

2 Video-based eye tracking

Two typesof imagingapproachesarecommonlyusedin eye track-
ing,visibleandinfraredspectrumimaging[HansenandPece2005].
Visiblespectrumimagingis apassiveapproachthatcapturesambi-
entlight re�ectedfrom theeye. In theseimages,it is oftenthecase
thatthebestfeatureto trackis thecontourbetweentheiris andthe
scleraknown asthelimbus.Thethreemostrelevantfeaturesof the
eye arethe pupil - the aperturethat lets light into the eye, the iris
- thecoloredmusclegroupthatcontrolsthediameterof thepupil,
andthesclera,thewhiteprotective tissuethatcoverstheremainder
of theeye. Visiblespectrumeye trackingis complicatedby thefact
thatuncontrolledambientlight isusedasthesource,whichcancon-
tain multiple specularanddiffusecomponents.Infrared imaging
eliminatesuncontrolledspecularre�ection by actively illuminating
the eye with a uniform and controlledinfrared light not perceiv-
ableby the user. A further bene�t of infraredimagingis that the
pupil, ratherthanthelimbus,is thestrongestfeaturecontourin the
image(seee.g.,Figure1(l)). Both the scleraandthe iris strongly
re�ect infraredlight while only the sclerastronglyre�ects visible
light. Trackingthepupil contouris preferablegiven that thepupil
contouris smallerandmoresharplyde�ned thanthe limbus. Fur-
thermore,dueto its size,thepupil is lesslikely to beoccludedby
the eye lids. The primary disadvantageof infraredimagingtech-
niquesis that they cannotbeusedoutdoorsduringdaytimedueto
theambientinfraredillumination.

Infraredeyetrackingtypically utilizeseitherabright-pupilor dark-
pupil technique(however see[Morimoto et al. 2002] for thecom-
bineduseof both bright anddark pupil techniques).The bright-
pupil techniqueilluminatestheeye with a sourcethat is on or very
neartheaxisof thecamera.Theresultof suchillumination is that
the pupil is clearly demarcatedasa bright region dueto the pho-
tore�ective natureof the backof the eye. Dark-pupil techniques
illuminatetheeye with anoff-axis sourcesuchthatthepupil is the
darkestregionin theimage.while thesclera,iris andeyelids all re-
�ect relatively moreillumination. In eithermethod,the�rst-surface
specularre�ection of theillumination sourceoff of thecornea(the
outer-mostopticalelementof theeye)is alsovisible. Thevectorbe-
tweenthepupil centerandthecornealre�ection centeris typically
usedasthe dependentmeasureratherthanthe pupil centeralone.
This is becausethevectordifferenceis lesssensitive to slippageof
the headgear- both the cameraand the sourcemove simultane-
ously.

Both visible spectrumand infrared spectrumimaging techniques
have beenappliedin thecontext of remotevideo-basedeye track-
ing. The single most attractive reasonfor using a remoteeye-
trackingsystemis thatits usecanbecompletelyunobtrusive. How-

ever, a limitation of a remotesystemis that it canonly track eye
movementswhen the useris within a relatively con�ned areaof
operation. The designof remoteeye-trackingsystemsmustcon-
sider the threeway trade-off betweencost, �e xibility andquality.
For example,the �e xibility to track eye movementsover a wide
areacan be improved by using a pan-tilt camera,but suchcam-
erasarequite expensive. Furthermore,the quality of eye tracking
canbe improved by capturinga high-resolutionimageof the eye
usinga zoomcamera,with the trade-off of a reducedoperational
areaandhighercost. Although, therearea numberof promising
remoteeye trackingapproaches(e.g.,see[Haro et al. 2000;Mori-
motoetal. 2002]),it currentlyappearsthatahead-mountedsystem
hasagreaterpotentialto achieveareasonablecompromisebetween
all of thesefactors.

The innovative work of Jeff Pelzandcolleagues[Pelzet al. 2000;
BabcockandPelz2004] at the RochesterInstituteof Technology
(RIT) on the constructionof low-cost minimally invasive head-
mountedeye trackers is particularlynoteworthy. In their system,
analogcamerasaremountedontosafetyglasses(in a similar con-
�guration asthatshown in Figure1(a))andvideoof theuser's eye
and the user's �eld of view are interleaved in a single interlaced
videoframeandrecordedusinga mini-DV camcorderstowedin a
backpack.Pointof gazecomputationis thenperformedoff-line us-
ing proprietaryhardwareandsoftwarepurchasedfrom aproduction
house. Given our goal to integrateeye movementmeasurements
into humancomputerinterfaces,this dependenceon high-costpro-
prietaryequipmentis a seriouslimitation of their approach.Fur-
thermore,theoff-line natureof thesystemis anotherlimitation as
somedegreeof real-timeperformancewill be necessaryin many
HCI applications.However, their innovation in headgeardesign
and low-costapproachis laudableandwe adoptboth in our own
efforts.

3 The openEyes system

The motivation for this researchstemsfrom the recognition in
the eye-trackingandhumancomputerinteractioncommunitiesof
the needfor robust inexpensive methodsfor eye tracking. The
openEyessystemaddressesthis needby providing both an open-
hardwaredesignanda setof open-sourcesoftwaretoolsto support
eyetracking.Theopen-hardwaredesigndetailsaprocedureto con-
structa minimally invasive,digital head-mountedeye tracker from
low-cost off-the-shelfcomponentscapableof an accuracy of ap-
proximatelyonedegreeof visualangle.Theopen-sourcesoftware
toolsprovideareadyto useimplementationof arobusteye-tracking
algorithmthat we developed. This implementationcanbe run on
general-purposehardwareandthuscanbewidely employedin ev-
erydayhuman-computerinterfaces.

4 Open-hardware design

In thissection,thedesignof theopenEyeseye-trackinghardwareis
describedin a way thatshows theevolution of thesystemto its �-
nal form. Thisapproachprovidesinsightinto principles,decisions,
bene�ts and limitations of the system. The descriptionis limited
to the most importantconstructiondetailsgiven that an extensive
descriptionof thesystemconstructionis availableon theopenEyes
website.This descriptionincludesa stepby steptutorial on head-
gearconstructionas well as a detailedpartslist accompaniedby
hyperlinksto vendorwebsites.



The �rst designconsiderationafter having chosento usea head-
mountedsystemwasthecon�guration of theheadgear. Themost
signi�cant issuewaswhereto mountthecameras.Giventhatuntil
recentlycameraswerequitelarge,anumberof commercialsystems
placethecameraseitherabovetheeyes,ontopof theheador above
theears,primarily for ergonomicreasons.Thesecon�gurationsne-
cessitatetheintegrationof amirror or prismin thecamera'soptical
path. Insteadof takingthis approach,we adoptthesolutiondevel-
opedat RIT of placing the eye cameraon a boomarm suchthat
thereis a direct line of sight betweenthe cameraandthe eye (see
Figure1(a)). Theprimaryadvantageof this designis that it avoids
theneedfor expensive opticalcomponents.Half-silveredinfrared-
re�ecting mirrorsor prismscanbeexpensiveandglasscomponents
canposesigni�cant dangerof eyedamagein near-eyeapplications.
We were unableto locatean inexpensive sourceof half-silvered
infrared-re�ectingmirrorsconstructedof plexiglass. Suchmirrors
aretypically usedin commercialsystemsbut mustbepurchasedin
bulk to achieve a reasonableprice. Theprimarydisadvantageof a
boomarmdesignis thata portionof thevisual �eld is blockedby
the cameraandthe armature.Given the small extent andperiph-
eralpositioningof thecamera/boom,weview thisasanacceptable
compromise.In fact,becausethesecomponentsareattachedto the
headgearandthusstatic in the user's visual �eld, they areeasily
ignoredjustastheframesof normaleyeglassesareignored.

The seconddesignconsiderationconcerned�nding a way to cap-
tureandprocessdigital imagesfor real-timeeye tracking.TheRIT
systemusedinexpensive low-resolutionCMOS camerasto gener-
ateanalogvideooutput.Thecamerasthatthey usedareamongthe
smallestavailableon the market and, in general,analogcameras
areavailablein smallersizesthandigital cameras.We considered
a numberof analogimage-capturesolutionsto usein combination
with analogcameras,but all suchsolutionswereoverly expensive
(i.e. many hundredsof dollars),wouldrequireconsiderablefabrica-
tion expertise(e.g.,theuseof anA/D chip),or werenot applicable
in themobilecontext (i.e. requiredadesktopcomputer).We there-
fore consideredonly solutionsthat utilized digital cameraswith a
readily availablemeansof captureto a standardlaptopcomputer.
For example,a numberof small inexpensive USB web cameras
were investigatedbut the resolutionandframerateswere limited
by thebandwidthof USB. We failed to �nd any inexpensive USB
2.0compatiblewebcamerasthatutilizedthefull bandwidthof USB
2.0.Ultimately, wesettleduponusinginexpensive IEEE-1394web
cameras.The bandwidthof thesecameras(400Mbit/sec)is suf�-
cient to capturevideosimultaneouslyfrom two camerasat a reso-
lution of 640x480pixelswith a framerateof 30hz.Two additional
bene�tsof IEEE-1394camerasincludethefactthatcamerason the
samebus will automaticallysynchronizethemselves and that the
IEEE-1394standardis well supportedunderLinux with the1394-
basedDC ControlLibrary.

We examineda numberof inexpensive IEEE-1394camerasavail-
able on the market. Initially, the Apple I-sight camerawas con-
sideredbecauseof its unique construction. The optics have an
auto-focusfeatureandtheCCD is mountedon a �at �e x cableap-
proximatelyoneinch long that leadsto themainprocessingboard.
However, after muchinvestigation, we failed to �nd a way to ex-
tendthis cablein a reasonableway. Any modi�cationswould have
requiredextremelydif�cult solderingof surfacemountconnectors.
We �nally settledon usingthe comparablypricedUnibrain Fire-i
IEEE-1394web camera.Oneadvantageof usingthis camerafor
our applicationis thatmorethanonecameracanbedaisychained
togetherandthusshareasinglepowersource(seeFigure1(f)). The
disadvantageof this camerais that theCCD sensoris soldereddi-
rectly to processingboardand without removal, the entire board
would be too cumbersometo mounton a headgear. Thereforea
techniquewasdevelopedto detachtheCCDsensorfrom thecamera

boardandsoldera multi-conductorcableof somelengthbetween
the boardandthe chip. Whendonecarefully, the sensorremains
undamagedandthe lensandmountcanbe re-attachedso that the
camerafunctionsasbefore. Note,however, thata degreeof noise
is inducedin the capturedimages(seeFigures1(l&m). Much of
thework subsequentto this initial designdecisionhasbeento �nd
away to reducethisnoise(seebelow).

4.1 Generation 1

The �rst generationprototypeis shown in Figures1(a-c)and,as
canbe seen,the pro�le is small andunobtrusive. The Sony CCD
andlensmountassemblystandardwith theFire-i camerawereex-
tendedfrom the cameraprocessingboardsandmountedon a pair
of modi�ed safetyglasseswhich have had the plastic lensescut
mostly away. Very �ne unshieldedwire was usedto extend the
CCD and when routedabove the ear and back to the processing
boardsmountedon the backpack,its presencewashardly notice-
able. Moreover, the lightnessof the lensesandboomarm did not
addto theperceivableweightof theglasseswhenworn. Thepres-
enceof theeye trackerwasnotoverly disturbingin spiteof thefact
thatthecameraoccludedaportionof thevisual�eld.

The designof the �rst generationsystemhad threemajor limita-
tions. First, the CCDsfor this systemwereremoved usinga sol-
deringiron. Given thesmall sizeof thechip andtheproximity of
othercomponentsontheboard,thiswasaprocedurethatwebelieve
damagedthechipsand/orboard.Second,thethin unshieldedwire
leadto signi�cant noisein thecapturedimageswhenbothcameras
wereoperatedsimultaneously. Theamountof noisewasampli�ed
whenthe 14 lines for eachCCD wererun adjacentto eachother
down to the processingboardson the backpack. The degreeof
noisewasunpredictableandtendedto changeasthewearershifted
their headandbody. The�nal limitation of this approachwasthat
we employedvisible spectrumimaging.Dueto thelow sensitivity
of theseconsumer-gradecameras,we wereoften unableto image
the eye with the userindoors. Furthermore,the presenceof spec-
ular re�ections from variousambientlight sourcesmadedigitally
extractinga reliablemeasureof eye movementsparticularlydif�-
cult.

4.2 Generation 2

In thesecondgenerationprototype,we attemptedto redressmany
of the limitations of the �rst generationprototype. Most signi�-
cantly, we movedto aninfraredimagingapproach.As canbeseen
in Figures1(e&d), we placedan infraredLED on theboomarma-
ture off-axis with respectto the eye camera. This con�guration
producesanillumination thatallows thediscriminationof thepupil
from the restof theeye. TheLED waspoweredfrom a freeUSB
portonthelaptop.Unfortunately, thisdesigndecisionalsorequired
a new lensmountassemblyon the eye camera. The Fire-i cam-
erascomewith a small,non-standardmountandlenscombination
whichhasaninfraredcut-�lter coatedonthesensorsideof thelens
thatcouldnot beremoved. To solve this problem,we salvagedthe
somewhat larger lensmountandlensfrom an OrangeMicroi-Bot
web camera. The infraredblocking �lter was removed from this
lensandreplacedwith an 87c Wratten�lter to block visible light
andallow only infraredlight to pass.Theimagecapturedusingin-
fraredilluminationcanbeseenin Figure1(l). Notethattheinfrared
illuminationstronglydifferentiatesthepupil from thetheiris in the
image.Also notethepresenceof a specularre�ection of theLED.
This is animportantbene�t asthecornealre�ection canbetracked
andusedto compensatefor headgearslippage.



Thesecondmajormodi�cation thatwe madeto thesystemwasto
useshieldedcablesbetweentheCCD andtheprocessingboardsin
order to reducethe noise. While the noisewas reducedto some
degree,its presencewasstill noticeableandcontinuedto depend
on the positioningof the cables. Unfortunately, a secondtype of
strongnoiseappearedin this systemwhich wasmuchmoreprob-
lematicalthoughsporadic.For example,whenthe headgearwas
nudged,touchedor theuserturnedtheir headabruptly, signi�cant
but transientline noisewasinduced. We suspectedthat the CCD
andprocessingboardsweredamagedor thatthesolderjoints were
weakdueto thede-solderingandre-soldering.Althoughwe could
still maintaina relatively ergonomiccablecon�guration,thecables
extendingover theearweremuchmorenoticeableto theuserthan
in thepreviousgeneration.Furthermore,theadditionalstiffnessof
thecablessometimesinducedtheheadgearto shift whentheuser
turnedtheir head.To minimize this slippageof the headgear, we
employed the useof an elasticheadbandspeciallydesignedfor
glasses.

4.3 Generation 3

Having producedaprototypethatwascapableof infraredeyetrack-
ing (albeit with a large degreeof noisewhich inducedfrequent
trackingerrors),we wereencouragedto proceed.Shown in Fig-
ures 1(g-i) is the third prototypewhich utilized the samebasic
designbut with a numberof importantmodi�cations. First, thin
double-shieldedcableswereemployed to reducenoise. Theseca-
blesaddeda signi�cant degreeof stiffnessandconsequentiallythe
only reasonablyergonomiccon�guration of theheadgearwasfor
thescenecamerato bemountedon theleft sideof theglasses(see
Figure 1(i)). Second,a Unibrain monochromeFire-i board-level
camerawasusedfor theeyecamerain orderto takeadvantageof its
overall greatersensitivity to infraredlight. Third, we extractedthe
CCDsfrom the processingboardsusinga solderlesstechniqueto
minimizeheatdamageanddevelopedaninterlockingsocketassem-
bly (seeFigure1(h)) on which to mounttheCCD sensorsto min-
imize joint stresson the chip. Together, thesemodi�cations com-
pletely eliminatedthe sensitivity of the camerato spuriousnoise
duringheadmovementsor adjustmentsto theheadgearandsignif-
icantly reducedtheamountof overall imagenoise.

Becausewe usedthe I-bot 4.5 mm lens in the secondgeneration
prototype,the portion of the imagethat wasoccupiedby the eye
wasquitesmall. Giventhat theaccuracy of eye trackingis related
to the sizeof the eye in the image,we employed a 12mmlensin
the third generationsystemto obtaina muchcloserimageof the
eye. While thisis clearlybene�cial for achieving high-accuracy eye
measurements,thisdesigndecisioncarriedconsequences.First,the
depthof �eld in theimageis smallerandconsequentiallymoreat-
tentionis necessaryto obtaina correctfocus. Furthermore,there-
stricted�eld of view of thecamerarequiresproperalignmentthat
resultsin a greatersensitivity to headgearslippage.Dependingon
the particularapplication,the choiceof a lensbetween4 and12
mm shouldbe madebasedon the trade-off betweenaccuracy and
�e xibility .

A socketassemblywasalsoconstructedfor theLED andpositioned
in amorecentrallocationin orderto maximizetheability to detect
the cornealre�ection whengazeis non-central. A scenecamera
with a wider �eld of view wasalsousedto tracka greaterrangeof
eye movements.Notablyhowever wide �eld of view lensesintro-
duceradial distortion,which if not digitally removed, canleadto
reducedeye trackingaccuracy (seebelow).

In anattemptto improve themodularityof thesystem,bothimage
processingboardswerehousedin a singleplasticcaseandsepa-

ratedfrom the headgearusing a single multi-pin connectorthat
routedcablesfrom both cameras.Unfortunately, this designde-
cisionwasa seriousmisstepbecausewe experiencedsigni�cantly
morenoisethanwehadpreviously. Thiswasdueentirelyto thein-
terferencebetweenthecamerasgiventhatwhenonly asinglecam-
erawasused,theimageswereentirelynoisefree.To eliminatethis
problem,theimageprocessingboardswereseparatedinto shielded
metalcasesandconnectedusingshieldedmetalconnectors.

4.4 Generation 4

As is shown in the Validation Section(below), the third genera-
tion prototypetrackedeye movementswith anaccuracy of approx-
imately 1 degreeof visual angle. However, we noticedthat this
level of accuracy wasrestrictedto whenthe systemwastestedat
thesamedistancethatit wascalibrated.This is dueto thatfactthat
thescenecamerais not in thesameopticalpathasthetrackedeye.
Thus,dependingon thedifferencebetweenthecalibrateddistance
andthe�xated distance,theparallaxbetweentheeyeandthescene
cameraintroducestrackingerror. We foundthat theerrorwastol-
erableonly over aone-footdiscrepancy betweenthecalibratedand
�xated distancesfor the third generationprototype. In the fourth
generationprototype,the scenecamerawas moved from the left
sideof thesystem(6.5inchesfrom thetrackedeye) to theright side
of the system(1.5 inchesfrom the tracked eye). Consequentially,
thetoleranceto discrepancieswasgreatlyimproved.Wefoundthat
for discrepanciesasgreatastwo feet betweenthe calibrationand
testdistance,that the averageerror just after calibrationremained
underonedegreeof visual angle. This degreeof error is appro-
priatefor desktopeye-trackingapplications.This introducederror
couldbefurtherreducedby placingthescenecameradirectly over
thetrackedeye, however we decidedagainstthis con�guration for
ergonomicreasons.

5 Open-source software

A robust eye-tracking algorithm was neededfor use with the
openEyeshardwaredesigndueto thepresenceof noisecausedby
thelow-costhardwareconstruction.Thetraditionaldual-threshold
algorithm,which takesa low thresholdto get thepupil centerand
a high thresholdto get thecornealre�ection, wasoverly suscepti-
ble to this noiseandresultedin extremelypooreye trackingqual-
ity. Therefore,we developedtheStarburstalgorithm,which com-
binesfeature-basedandmodel-basedimageprocessingapproaches
[Li et al. 2005]. Thealgorithmhasbeenimplementedon general-
purposehardware and has been tuned for the run-time perfor-
manceand accuracy necessaryfor everydayhuman-computerin-
terfaces.We provide botha cross-platformMatlabimplementation
anda C implementationthat runson the Linux operatingsystem
asopen-sourcesoftwarepackagesthatcanbedownloadedfrom the
openEyeswebsite.

5.1 The Starburst algorithm

Noise reduction The goal of the algorithmis to extract the lo-
cationsof thepupil centerandthecornealre�ection soasto relate
the vectordifferencebetweentheselocationto coordinatesin the
sceneimage.Thealgorithmbeginsby reducingtheshotnoiseand
line noisein theeye image.We reducetheshotnoiseby applying
a 5� 5 Gaussian�lter with a standarddeviation of 2 pixels. The
line noiseis spuriousandanormalizationfactorcanbeappliedline



by line to shift themeanintensityof theline to therunningaverage
derivedfrom previousframes.

Corneal reection detection Thecornealre�ection is located
usinganadaptive brightness-thresholdingtechnique.We lower the
thresholduntil the ratio betweenthe areaof the largestcandidate
region andthe averageareaof otherregionsbegins to grow. The
location of the cornealre�ection is then given by the geometric
centerof thelargestregion in theimageusingtheadaptively deter-
minedthreshold.Theradiusof thecornealre�ection is obtainedby
amodel-basedapproach.Thecornealre�ection is thenremovedby
radial intensityinterpolation,meaningthat for eachpixel between
thecenterandthecontour, thepixel intensityis determinedvia lin-
earinterpolation.

Feature detection The pupil edgepointsare locatedusingan
iterative two-stagefeature-basedtechnique. We �nd the feature
pointsby computingthe derivativesalongraysextendingradially
away from a startingpoint, until a thresholdis exceeded. In the
�rst stage,thecandidatefeaturepointsaredetectedfrom a starting
point. In thesecondstage,for eachof thecandidatefeaturepoints,
thefeature-detectionprocessis repeatedusingthecandidatefeature
pointsasthestartingpoint. Thesecondstagetendsto increasera-
tio of the numberof featurepointson the pupil contourover the
numberof featurepointsnot on thepupil contour. This two-stage
processiteratesby replacingthestartingpointwith thecenterof the
detectedfeaturepointsuntil thepositionof thecenterconverges.

Ellipse �tting Given a set of candidatefeature points, the
next step of the algorithm is to �nd the best �tting ellipse. If
least-squaresapproachis used to �t an ellipse to all the fea-
ture points, grosserrorsmadein the featuredetectionstagecan
stronglyin�uence theaccuracy of theresults.To addressthisprob-
lem, we utilize theRandomSampleConsensus(RANSAC) �tting
paradigm[FischlerandBolles1981]. RANSAC is usedto �t anel-
lipse in thepresenceof anunknown percentageof outliersamong
thecandidatefeaturepoints.In detail,RANSAC is aniterativepro-
cedurethat selectsmany small but randomsubsetsof the feature
points,useseachsubsetto �t an ellipse,and�nds the ellipsethat
hasthe largestagreementwith the entiresetof candidatefeature
points.Theparametersfrom thisellipsearethenusedto initialize a
localmodel-basedsearchthatoptimizesthe�t to theimagedataon
thecontourof theellipse.

Calibration To calculatethepointof gazeof theuserin thescene
image,amappingbetweenlocationsin thesceneimageandaneye
positionmustbedetermined.Thetypicalprocedurein eye-tracking
methodologyis to measurethis relationshipthrougha calibration
procedure[Stampe1993]. During calibration,theuseris required
to look at a numberof scenepointsfor which the positionsin the
sceneimageareknown. While theuseris �xating eachscenepoint,
theeyepositionis measured.Thenamappingbetweenthetwo sets
of pointsis generatedusingapolynomialmapping.Theuser'spoint
of gazein thescenefor any framecanthenbeestablishedusingthis
mapping.

5.2 cvHAL: computer vision Hardware Abstraction
Layer

cvHAL is a Linux-basedopen-sourcecomputervision software
packagethat we developedto provide an automatedsystemfor

discovery, con�guration, networking of video cameras.The soft-
wareallows a developerto focuson computervision algorithmde-
velopmentby abstractingaway from hardware-speci�ccamerais-
sues.cvHAL is an always-ondaemonthat processesrequestsfor
videostreamsfrom clientson thenetwork. While thereexistsother
similar software,cvHAL is targetedat the computer-vision com-
munity by implementingadvancedfunctionality suchasmultiple-
camerasynchronization,color-formattransformationsandtheabil-
ity to provideserver-sidepre-processingonvideostreams.A major
advantageof cvHAL is thatwith therecentavailability of low-cost
gigabitnetworkingandhigh-speedwirelessnetworking,consumer-
gradeoff-the-shelfcamerascanbe easilyturnedinto “smart cam-
eras”by connectingthemto any networkedcomputer. cvHAL pro-
videscameraabstractionfor theopenEyessystemandcanbedown-
loadedfrom theopenEyeswebsite.

6 Validation Study

Table1 FOV 1st 2nd 3rd
Generation3 Wide 1.16 1.38 1.71
Generation4 Wide 0.68 1.11 1.37
Generation4 Narrow 0.60 1.03 1.04

An eye-trackingevaluationwasconductedin orderto validatethe
performanceof thealgorithm. Videowasrecordedfrom third and
fourthgenerationprototypeswhile thetwo authorsandoneresearch
assistantviewedtwo movie trailerspresentedonalaptopcomputer.
Prior to andafterviewing eachtrailer, theusersplacedtheirheadin
a chin restand�xated a seriesof ninecalibrationmarkson a white
boardpositionedapproximately60 cm away. The evaluationwas
conductedtwice for eachuserin the caseof the fourth generation
prototype.Duringthesecondevaluation,thewide�eld of view lens
(111o FOV, andsigni�cant radialdistortion)usedonthescenecam-
erawasreplacedwith anarrow �eld of �eld lens(56o Fieldof View
(FOV)) to evaluatethepotentialincreasein eye-trackingqualityat-
tributableto usinga lenswithoutsigni�cant radialdistortion.

Shown in Tableare the accuracy estimatesderived from the �rst,
secondandthird viewings of the calibrationgrid separately. Ac-
curacy is measuredasthedistancebetweentheestimatedpoint of
gazeandthe actuallocationof the calibrationmarksin the scene
imageaveragedover all nine calibrationpoints. The �rst viewing
of the grid is usedto calibratethe eye tracker. The resultsshow
thattheaverageeye-trackingerroris very low in all conditionsand
is easilyonparwith muchmoreexpensive,commerciallyavailable
eye trackingsystems.A small decreasein accuracy is seenover
the courseof thevalidation,which canbe attributedto someslip-
pageof theheadgear. An improvementin accuracy is seenwith the
fourth generationprototype,especiallywhenusinga lenswithout
signi�cant radialdistortion.

7 Discussion

The goal of this researchwas the developmentof a high-quality
but low-costeye trackingsystemthatis capableof robustreal-time
measuresof theuser's point of gazefor applicationto desktopand
mobileapplications.Weexpectthatgiventhecombinationof open-
sourceeye-trackingsoftwarewith low-costeye-trackinghardware
built from off-the-shelfcomponents,motivatedinterfacedesigners
will beableto explorethepotentialof eye movementsfor improv-
ing interfacedesignandthat this will leadto an increasedrole for
eye trackingin thenext generationhumancomputerinterfaces.



A numberof improvementscouldbe readilymadeto improve the
currentsystemdesignif costwaslessof a concern.First, the en-
tire systemcould be mademoremobile with the useof a smaller
lighter-weightcomputer. Computerswith suf�cient computational
power to performeye trackingarealreadyavailablein form factors
that would easily �t in a shirt or jacket pocket. Thesecomputers
typically costa factorof threemorethana similarly powerful lap-
top. Second,high resolutiondigital camerasarealsoreadilyavail-
ablein a form factorcomparableto our solution,but costa factor
of tenmorethantheoff-the-shelfcamerathatweutilized. Notably,
however, the superiorresolutionin combinationwith a wide �eld
of view lenscouldsimultaneouslyimproveaccuracy and�e xibility
giventhatthereis a trade-off betweenthesizeof theeye in theim-
ageandthequality of eye tracking. Third, a higherspeedcamera
couldbeemployed. An issuewith all low frame-rateeye-tracking
systemsis thatpoint of gazeestimatesduringeye movementscan
be poor. This is dueto the motion blur inducedby the long CCD
integrationtimesassociatedwith the low frameratesandlow sen-
sitivity to infraredlight of off-the-shelfcameras.Fortunately, eye
movementsarevery rapid lastingon the orderof 10 milliseconds
while �xations aremuchlonger(hundredsof milliseconds).Thus
only 5-10%of thecapturedimagesshow theeye in motionandfor
many of theseframes,themotionblur is small enoughthatanac-
curateestimateof the point of gazecanstill be obtained.Fourth,
furtherconsiderationcouldalsobegivento selectingthin and�e x-
ible cable,devising specializedelectronicsto remove thenoise,or
moving to a wirelesssolution.We expectthattheseconsiderations
would help minimize a degreeof headgearslippageandincrease
theoverall comfortof wearingthesystem.

While wehavemadesigni�cant progressin designingarobustlow-
costeye-trackingsystem,therestill is muchwork to do to facilitate
the integration of eye tracking into applications. We expect that
this taskwill not necessarilybe trivial but its dif�culty will neces-
sarily dependon theparticularapplication.For example,usingeye
movementsto monitortheattentivenessof auserthroughblink rate
andscanpathanalysiswould requireonly postprocessingof the
eye movementsdataprovidedby our system.However, to control
a cursoron a computerscreenwould requireadditionalinforma-
tion. Becausethe useris free to make headmovements,the rela-
tionshipbetweenthe scenecameraandthe computerscreenmust
beknown. Oneway is to trackthetheuser's headwith a magnetic
or optical tracker. Sucha measurementwould thenallow the eye
movementsrecordedin the coordinateframeof theuser's headto
betransformedto thecoordinateframeof themonitor. A moreat-
tractive alternative that we arecurrentlyexploring is to useimage
processingtechniquesto extractthelocationof markersin thescene
thathave known locationandorientationandto infer theposeand
location of the scenecamera. We expect that this approachwill
becomepartof theopenEyessystemin thefuture.
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