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Abstract

Eyetrackinghaslong heldthe promiseof beinga usefulmethodol-
ogy for humancomputeiinteraction.However, anumberof barriers
have stoodin the way of the integration of eye trackinginto ev-
erydayapplicationsjncluding the intrusivenessrobustnessavail-
ability, andprice of eye-trackingsystems.To lower thesebarriers,
we have developedthe openEyessystem. The systemconsistsof
anopen-hardwre designfor a digital eye tracker that canbe built
from low-cost off-the-shelfcomponentsand a setof open-source
softwaretoolsfor digital imagecapturemanipulationandanalysis
in eye-trackingapplications We expectthatthe availability of this
systemwill facilitatethe developmentof eye-trackingapplications
andtheeventualintegrationof eye trackinginto thenext generation
of everydayhumancomputerinterfaces. We discussthe methods
andtechnicalchallenge®f low-costeye trackingaswell asthede-
signdecisionghatproducedur currentsystem.
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1 Intro duction

Eyetrackinghasbeenusedfor closeto a centuryasatool to study
the cognitive processe®f humansperforminga wide variety of

tasksrangingfrom readingto driving (for review see[Duchowski

2002]). Only more recently hasthe potentialintegration of eye

movementsin humancomputerinterfacesbeenseriouslyinvesti-
gated ((initially by [Jacob1991]). In spite of the promiseof this

researcheye-trackingtechnologyis notusedin everydaycomputer
interfaces.The absencef eye trackingin consumeigradehuman
computerinterfacescan be attributed to the signi cant intrusive-

ness,lack of robustness)ow availability, and high price of eye-

trackingtechnology

Much researchhasindicatedthe potential of eye trackingto en-
hancethe quality of everydayhuman-computeinterfaces.For ex-
ample, eye-trackinginterfaceshave beenimplementedhat allow
usersto directly controla computerusingonly eye movements.In
onesuchapplication,eye typing, userswith movementdisabilities
cantypeby looking atkeys onavirtual keyboardinsteadof provid-
ing manualinput [Majarantaand Raiha2002]. Similarly, systems
have beendesignedhat allow usersto control the mousepointer
with their eyesin away thatcansupportfor example,the draving
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of pictures[Hornof et al. 2004]. Theseinterfaceshave alsobeen
helpful for healtty usersby speedingicon selectionin graphical
userinterfaces[Sibert and Jacob2000] or objectselectionin vir-

tual reality [Tanriverdi andJacob2000]. Furthermoregye tracking
promisego enhancehe quality of video-transmissioandvirtual-

reality applicationsby selectvely presentinga high level of detail
at the point of gazewhile sacri cing level of detailin the periph-
erywhereits absencés notdistracting[ParkhurstandNiebur 2002;
ParkhurstandNiebur 2004].

Although numerouseye-trackingtechnologiesincluding electro-
oculograply, magneticeye-coil trackingandvideo-basedracking,
have beenavailablefor mary yeargYoungandSheend 975],these
techniqueshave all beenlimited in a numberof importantways.
The primary limitation, especiallyrelevant for applicationin con-
sumerproductsjs the invasvenesof eye-trackingsystems.Some
techniquesequireequipmentuchasspecialcontactlensesglec-
trodeschinrests bite barsor othercomponentshatmustbe phys-

ically attachedo the user Theseinvasive techniquesanquickly

becometiresomeor uncomfortableor the user Video-basedech-
nigueshave minimizedthis invasivenesso somedegree. Video-
basedtechniquescapturean image of the eye from a cameraei-

thermountedon headgearworn by the useror mountedremotely
The recentminiaturizationof video equipmenthasgreatly mini-

mizedthe intrusvenesf head-mountedideo-basedye trackers
[Pelzetal. 2000; BabcockandPelz2004]. Furthermoreremotely
locatedvideo-baseaye-trackingsystemsanbe completelyunob-
trusive (e.g.,see[Haroetal. 2000;Morimotoetal. 2002]),although
atsomecostto therobustnessndquality of theeye tracking.

The costandavailability of eye-trackingtechnologyalsolimits its
application. Until only recently eye trackers were custommade
upondemanchby avery few selectproductionhouses Eventoday
eye-trackingsystemdrom thesesourcegangein price from 5,000
to 40,000US dollars,andthuslimit their applicationto high-end
specialtyproducts.lt is importantto notehowever thatthe bulk of
this costis notdueto hardware,asthe price of high-qualitycamera
technologyhasdroppedprecipitouslyoverthelasttenyears.Rather
the costsare mostly associatedvith customsoftwareimplementa-
tions,sometimesntegratedwith specializedalthoughinexpensve,
digital processorsto obtain high-speedperformance. Moreover,
customesupportcanalsocontritutesigni cantly tothesenal pur
chaseprices.

It is clearthatto reapthe potentialbene ts of eye trackingin ev-
eryday human-computemnterfaces,the developmentof inexpen-
sive and robust eye-trackingsystemswill be necessary Towards
this goal, we have undertalen the developmentof an eye tracker
thatcanbe built from low-costoff-the-shelfcomponentsWe have
iteratedthrougha numberof systemdesignsandin this paperwe
describaghesesystemsaswell oursuccesseandfailuresin thispro-
cessWehavearrivedataminimally invasive, digital head-mounted
eye traclker capableof anaccurag of approximatelyonedegreeof
visualangle.Asidefrom adesktopor laptopcomputerto processes
video, the systemcostsapproximately350US dollarsto construct.
Our analysisalsoindicatesthe needfor the developmentof widely
available,reliableandhigh-speedye-trackingalgorithmsthatrun
on generalpurposecomputinghardware. Towardsthis goal, we
have alsodevelopeda novel video-baseaye-trackingalgorithm.



We refer to our eye tracker as the openEyessystembecausene
male freely available both the hardware constructionsplansand
the software that implementsthe algorithm. The open-hardwre
designis availablein a detailedstepby steptutorial on our website
(http://hcvl.hci.iastate.edu/openEyedjhe softwareis alsofreely
availablein theform of anopen-sourcg@ackagdicensedunderthe
GeneralPublic License. We hopethatthe availability of software,
easeof constructionand opendesignof the openEyesystemwill
enableinterfacedesignergo begin exploring the potentialbene ts
of eye trackingfor humancomputerinterfaces. Furthermorethe
e xibility providedby our openapproactshouldallow systemde-
signersto integrateeye trackingdirectly into their systemor prod-
uct. We expectthat the availability of the openEyessystemwill
signi cantly enhancehe potentialthat eye trackingwill beincor-
poratednto the next generatiorof human-computeinterfaces.

2 Video-based eye tracking

Two typesof imagingapproachearecommonlyusedin eye track-
ing, visibleandinfraredspectrummaging[HanserandPece2005].
Visible spectrummagingis a passve approachthatcapturesambi-
entlight re ectedfrom theeye. In theseimagesit is oftenthecase
thatthe bestfeatureto trackis the contourbetweertheiris andthe
scleraknown asthelimbus. Thethreemostrelevantfeaturef the
eye arethe pupil - the aperturethat lets light into the eye, the iris
- the coloredmusclegroupthat controlsthe diameterof the pupil,
andthesclerathewhite protective tissuethatcoverstheremainder
of theeye. Visible spectruneye trackingis complicatecby thefact
thatuncontrolledambientight is usedasthesourcewhich cancon-
tain multiple specularand diffuse components.Infraredimaging
eliminatesuncontrolledspeculare ection by actively illuminating
the eye with a uniform and controlledinfrared light not percev-
ableby the user A furtherbene t of infraredimagingis thatthe
pupil, ratherthanthelimbus, is the strongesfeaturecontourin the
image(seee.g.,Figure1(l)). Both the scleraandtheiris strongly
re ect infraredlight while only the sclerastronglyre ects visible
light. Trackingthe pupil contouris preferablegiventhatthe pupil
contouris smallerandmoresharplyde ned thanthe limbus. Fur
thermore dueto its size,the pupil is lesslikely to be occludedby
the eye lids. The primary disadwantageof infraredimagingtech-
niquesis thatthey cannotbe usedoutdoorsduring daytimedueto
theambientinfraredillumination.

Infraredeye trackingtypically utilizeseithera bright-pupilor dark-
pupil technique(however see[Morimoto et al. 2002] for the com-
bined useof both bright and dark pupil techniques).The bright-
pupil techniquédlluminatesthe eye with a sourcethatis on or very
nearthe axis of the camera.Theresultof suchillumination is that
the pupil is clearly demarcateds a bright region dueto the pho-
tore ective natureof the back of the eye. Dark-pupil techniques
illuminatethe eye with anoff-axis sourcesuchthatthe pupil is the
darkestregionin theimage.while thesclerajris andeyelids all re-
ect relatively moreillumination. In eithermethodthe rst-surface
speculare ection of theillumination sourceoff of the cornea(the
outermostopticalelemenbf theeye)is alsovisible. Thevectorbe-
tweenthe pupil centerandthe cornealre ection centeris typically
usedasthe dependenmeasureatherthanthe pupil centeralone.
Thisis becausehe vectordifferences lesssensitve to slippageof
the headgear- both the cameraand the sourcemove simultane-
ously

Both visible spectrumand infrared spectrumimaging techniques
have beenappliedin the context of remotevideo-baseaye track-
ing. The single most attractve reasonfor using a remote eye-
trackingsystemis thatits usecanbecompletelyunobtrusie. How-

ever, alimitation of a remotesystemis thatit canonly track eye
movementswhen the useris within a relatively con ned areaof
operation. The designof remoteeye-trackingsystemsmustcon-
siderthe threeway trade-of betweencost, e xibility andquality.
For example,the e xibility to track eye movementsover a wide
areacan be improved by using a pan-tilt camera,but such cam-
erasare quite expensve. Furthermorethe quality of eye tracking
canbe improved by capturinga high-resolutionimageof the eye
usinga zoomcamerawith the trade-of of a reducedoperational
areaand higher cost. Although, therearea numberof promising
remoteeye trackingapproachege.g.,see[Haro et al. 2000; Mori-
motoetal. 2002]),it currentlyappearshata head-mountedystem
hasagreatempotentialto achieze areasonableompromiseoetween
all of thesefactors.

Theinnovative work of Jef PelzandcolleaguegPelz et al. 2000;
Babcockand Pelz2004] at the Rochesteinstitute of Technology
(RIT) on the constructionof low-cost minimally invasve head-
mountedeye trackersis particularly notevorthy. In their system,
analogcamerasare mountedonto safetyglassegin a similar con-
guration asthatshowvn in Figure1(a))andvideoof the users eye
andthe users eld of view areinterleaved in a single interlaced
video frameandrecordedusinga mini-DV camcordestovedin a
backpackPointof gazecomputatioris thenperformedoff-line us-
ing proprietaryhardwareandsoftwarepurchasedrom aproduction
house. Given our goal to integrateeye movementmeasurements
into humancomputerinterfacesthis dependencen high-costpro-
prietary equipmentis a seriouslimitation of their approach.Fur
thermore the off-line natureof the systemis anothedimitation as
somedegreeof real-timeperformancewill be necessaryn mary
HCI applications. However, their innovationin headgeardesign
andlow-costapproachis laudableandwe adoptboth in our own
efforts.

3 The openEyes system

The motivation for this researchstemsfrom the recognitionin

the eye-trackingand humancomputerinteractioncommunitiesof

the needfor robust inexpensive methodsfor eye tracking. The
openEyessystemaddressethis needby providing both an open-
hardwaredesignanda setof open-sourcsoftwaretoolsto support
eyetracking. Theopen-hardwaredesigndetailsa procedurdo con-
structa minimally invasive, digital head-mountedye tracker from

low-cost off-the-shelf componentsapableof an accurag of ap-
proximatelyonedegreeof visualangle. The open-sourcsoftware
toolsprovide areadyto useimplementatiorof arobusteye-tracking
algorithmthat we developed. This implementationcanbe run on

general-purposbkardwareandthuscanbe widely employedin ev-

erydayhuman-computenterfaces.

4 Open-hardware design

In this section thedesignof theopenEye®ye-trackinghardwareis
describedn away thatshaws the evolution of the systemto its -
nalform. This approactprovidesinsightinto principles,decisions,
bene ts and limitations of the system. The descriptionis limited
to the mostimportantconstructiondetailsgiven that an extensie
descriptionof the systemconstructioris availableontheopenEyes
website. This descriptionincludesa stepby steptutorial on head-
gearconstructionaswell asa detailedpartslist accompaniedy
hyperlinksto vendorwebsites.



The rst designconsideratiorafter having chosento usea head-
mountedsystemwasthe con guration of the headgear The most
signi cant issuewaswhereto mountthe camerasGiventhatuntil
recentlycamerasverequitelarge,anumberf commerciabystems
placethecameraitherabove theeyes,ontop of theheador abore
theears primarily for egonomicreasonsThesecon gurationsne-
cessitateheintegrationof amirror or prismin the cameras optical
path. Insteadof taking this approachye adoptthe solutiondevel-
opedat RIT of placingthe eye cameraon a boomarm suchthat
thereis a directline of sightbetweenthe cameraandthe eye (see
Figurel(a)). The primaryadwantageof this designis thatit avoids
the needfor expensve optical componentsHalf-silveredinfrared-
re ecting mirrorsor prismscanbeexpensve andglasscomponents
canposesigni cant dangermnf eye damagen neareye applications.
We were unableto locate an inexpensve sourceof half-silvered
infrared-re ectingmirrors constructedf plexiglass. Suchmirrors
aretypically usedin commerciakystemsut mustbe purchasedn
bulk to achieve a reasonablgrice. The primary disadwantageof a
boomarmdesignis thata portion of thevisual eld is blocked by
the cameraandthe armature. Given the small extent and periph-
eralpositioningof the camera/boomye view this asanacceptable
compromiseln fact,becaus¢hesecomponentsireattachedo the
headgearandthusstaticin the users visual eld, they areeasily
ignoredjust asthe framesof normaleye glassesreignored.

The seconddesignconsideratiorconcernednding a way to cap-
tureandprocesdligital imagesfor real-timeeye tracking. The RIT
systemusedinexpensve low-resolutionCMOS camerago genef
ateanalogvideooutput. The cameraghatthey usedareamongthe
smallestavailable on the market and, in general,analogcameras
areavailablein smallersizesthandigital camerasWe considered
anumberof analogimage-captureolutionsto usein combination
with analogcamerasbut all suchsolutionswereoverly expensve
(i.e. mary hundredf dollars),wouldrequireconsiderabléabrica-
tion expertise(e.g.,theuseof anA/D chip), or werenotapplicable
in themobile contet (i.e. requireda desktopcomputer) We there-
fore considerednly solutionsthat utilized digital cameraswith a
readily available meansof captureto a standardaptop computer
For example, a numberof small inexpensve USB web cameras
were investigated but the resolutionand frame rateswere limited
by the bandwidthof USB. We failedto nd ary inexpensve USB
2.0compatiblevebcamerashatutilized thefull bandwidthof USB
2.0. Ultimately, we settleduponusinginexpensve IEEE-1394web
cameras.The bandwidthof thesecamerag400Mbit/sec)is suf-
cientto capturevideo simultaneouslyrom two camerast a reso-
lution of 640x480pixelswith aframerateof 30hz. Two additional
bene tsof IEEE-1394camerasncludethefactthatcamera®nthe
samebus will automaticallysynchronizethemseles and that the
IEEE-1394standards well supportedunderLinux with the 1394-
basedC ControlLibrary.

We examineda numberof inexpensve IEEE-1394camerasavail-
able on the market. Initially, the Apple I-sight camerawas con-
sideredbecauseof its unique construction. The optics have an
auto-focudeatureandthe CCD is mountedona at e x cableap-
proximatelyoneinch long thatleadsto the main processindpoard.
However, after muchinvestigation, we failedto nd away to ex-
tendthis cablein areasonablevay. Any modi cationswould have
requiredextremelydif cult solderingof surfacemountconnectors.
We nally settledon usingthe comparablypriced Unibrain Fire-i
IEEE-1394web camera. One advantageof usingthis camerafor
our applicationis thatmorethanone cameracanbe daisychained
togethemandthussharea singlepower source(seeFigurel(f)). The
disadwantageof this camerais thatthe CCD sensolis soldereddi-
rectly to processingboard and without removal, the entire board
would be too cumbersomeo mounton a headgear Thereforea
techniguevasdevelopedo detacithe CCD sensofrom thecamera

boardand soldera multi-conductorcableof somelengthbetween
the boardandthe chip. Whendonecarefully, the sensoremains
undamage@ndthe lensand mountcanbe re-attachedo that the
camerafunctionsasbefore. Note, however, thata degreeof noise
is inducedin the capturedimages(seeFigures1(l&m). Much of
thework subsequenb this initial designdecisionhasbeento nd
away to reducethis noise(seebelaw).

4.1 Generation 1

The rst generationprototypeis shavn in Figuresl(a-c)and, as
canbe seenthe pro le is smallandunobtrusie. The Sory CCD

andlensmountassemblystandardwith the Fire-i camerawvere ex-

tendedfrom the cameraprocessingboardsand mountedon a pair

of modi ed safetyglassesvhich have had the plastic lensescut

mostly awvay. Very ne unshieldedwire was usedto extend the

CCD and whenroutedabove the ear and backto the processing
boardsmountedon the backpackits presencevas hardly notice-
able. Moreover, the lightnessof the lensesandboomarm did not

addto the percevableweight of the glassesvhenworn. The pres-
enceof the eye tracker wasnot overly disturbingin spiteof thefact
thatthe cameraoccludeda portionof thevisual eld.

The designof the rst generationsystemhad three major limita-
tions. First, the CCDsfor this systemwere removed usinga sol-
deringiron. Giventhe smallsize of the chip andthe proximity of
othercomponentsntheboard thiswasaprocedurghatwe believe
damagedhe chipsand/orboard. Secondthethin unshieldedwire
leadto signi cant noisein the capturedmageswhenbothcameras
wereoperatedgsimultaneously The amountof noisewasampli ed
whenthe 14 lines for eachCCD were run adjacentto eachother
down to the processingboardson the backpack. The degree of
noisewasunpredictablendtendedo changeasthe wearershifted
their headandbody The nal limitation of this approachwasthat
we employedvisible spectrumimaging. Dueto the low sensitvity
of theseconsumeigradecamerasyve were often unableto image
the eye with the userindoors. Furthermorethe presencef spec-
ular re ections from variousambientlight sourcesmadedigitally
extracting a reliable measureof eye movementsparticularly dif -
cult.

4.2 Generation 2

In the secondgeneratiorprototype,we attemptedo redressmary
of the limitations of the rst generationprototype. Most signi -
cantly we movedto aninfraredimagingapproachAs canbe seen
in Figuresl(e&d), we placedaninfraredLED on the boomarma-
ture off-axis with respectto the eye camera. This con guration
producesnillumination thatallows the discriminationof the pupil
from therestof the eye. The LED waspoweredfrom a free USB
portonthelaptop.Unfortunatelythis designdecisionalsorequired
a new lens mountassemblyon the eye camera. The Fire-i cam-
erascomewith a small, non-standaranountandlenscombination
which hasaninfraredcut- lter coatedonthesensosideof thelens
thatcould not beremoved. To solve this problem,we salagedthe
somavhat larger lensmountandlensfrom an OrangeMicroi-Bot
web camera. The infrared blocking Iter wasremoved from this
lensandreplacedwith an 87c Wratten Iter to block visible light
andallow only infraredlight to pass.Theimagecapturedusingin-
fraredillumination canbeseenn Figurel(l). Notethattheinfrared
illumination stronglydifferentiateghe pupil from thetheiris in the
image.Also notethe presencef a speculare ection of the LED.
Thisis animportantbene t asthecornealre ection canbetracked
andusedto compensatéor headgearslippage.



The secondmajormodi cation thatwe madeto the systemwasto
useshieldedcableshetweerthe CCD andthe processindoardsin
orderto reducethe noise. While the noisewas reducedto some
degree, its presencevas still noticeableand continuedto depend
on the positioningof the cables. Unfortunately a secondtype of
strongnoiseappearedn this systemwhich wasmuchmore prob-
lematicalthoughsporadic. For example,whenthe headgearwas
nudged touchedor the userturnedtheir headabruptly signi cant
but transientline noisewasinduced. We suspectedhat the CCD
andprocessindoardsweredamagear thatthe solderjoints were
weakdueto the de-solderingandre-soldering. Althoughwe could
still maintainarelatively egonomiccablecon guration, thecables
extendingover the earweremuchmorenoticeableo the userthan
in the previous generation Furthermorethe additionalstiffnessof
the cablessometimesnducedthe headgearto shift whenthe user
turnedtheir head. To minimize this slippageof the headgear we
employed the use of an elasticheadband specially designedfor
glasses.

4.3 Generation 3

Having produced prototypethatwascapableof infraredeye track-
ing (albeit with a large degree of noise which inducedfrequent
tracking errors),we were encouragedo proceed. Shovn in Fig-
ures 1(g-i) is the third prototypewhich utilized the samebasic
designbut with a numberof importantmodi cations. First, thin
double-shieldea¢ableswere employed to reducenoise. Theseca-
blesaddeda signi cant degreeof stiffnessandconsequentiallyhe
only reasonablyergonomiccon guration of the headgearwasfor
the scenecamerao be mountedon the left sideof the glassegsee
Figure 1(i)). Second,a Unibrain monochromeFire-i board-level
cameravasusedfor theeye cameran orderto take advantageof its
overall greatersensitvity to infraredlight. Third, we extractedthe
CCDsfrom the processinghoardsusing a solderlesgechniqueto
minimizeheatdamageanddevelopedaninterlockingsocletassem-
bly (seeFigure 1(h)) on which to mountthe CCD sensorgo min-
imize joint stresson the chip. Togetherthesemodi cations com-
pletely eliminatedthe sensitvity of the camerato spuriousnoise
duringheadmovementsor adjustmentso the headgearandsignif-
icantly reducedhe amountof overallimagenoise.

Becausewe usedthe I-bot 4.5 mm lensin the secondgeneration
prototype,the portion of the imagethat was occupiedby the eye
wasquite small. Giventhatthe accurag of eye trackingis related
to the size of the eye in theimage,we emplg/ed a 12mmlensin
the third generationsystemto obtaina much closerimageof the
eye. While thisis clearlybene cial for achieving high-accurag eye
measurementshis designdecisioncarriedconsequences:irst, the
depthof eld in theimageis smallerandconsequentiallynoreat-
tentionis necessaryo obtaina correctfocus. Furthermorethe re-
stricted eld of view of the camerarequiresproperalignmentthat
resultsin agreatersensitvity to headgearslippage.Dependingon
the particularapplication,the choiceof a lensbetweern4 and 12
mm shouldbe madebasedon the trade-of betweenaccurag and
e xibility .

A socletassemblyvasalsoconstructedor theLED andpositioned
in amorecentrallocationin orderto maximizethe ability to detect
the cornealre ection when gazeis non-central. A scenecamera
with awider eld of view wasalsousedto tracka greaterangeof
eye movements.Notably however wide eld of view lensesintro-
duceradial distortion, which if not digitally removed, canleadto
reducedeye trackingaccurag (seebelaw).

In anattemptto improve the modularityof the system pbothimage
processingroardswere housedin a single plastic caseand sepa-

ratedfrom the headgearusing a single multi-pin connectorthat
routed cablesfrom both cameras. Unfortunately this designde-
cisionwasa seriousmisstepbecauseave experiencedsigni cantly

morenoisethanwe hadpreviously. Thiswasdueentirelyto thein-

terferencebetweerthe cameragjiventhatwhenonly asinglecam-
erawasused theimageswereentirelynoisefree. To eliminatethis
problem,theimageprocessingoardswereseparateihto shielded
metalcasesandconnectedisingshieldedmetalconnectors.

4.4 Generation 4

As is shovn in the Validation Section(belaw), the third genera-
tion prototypetracked eye movementswith anaccurag of approx-
imately 1 degreeof visual angle. However, we noticedthat this
level of accurag wasrestrictedto whenthe systemwastestedat
the samedistancehatit wascalibrated.Thisis dueto thatfactthat
thescenecamerads notin the sameoptical pathasthetraclkedeye.
Thus,dependingon the differencebetweerthe calibrateddistance
andthe xated distancethe parallaxbetweertheeye andthescene
camerantroducesrackingerror. We foundthatthe errorwastol-
erableonly over a one-footdiscrepang betweerthe calibratedand
xated distancedor the third generatiorprototype. In the fourth
generationprototype,the scenecamerawas moved from the left
sideof thesystem(6.5inchesfrom thetrackedeye)to theright side
of the system(1.5 inchesfrom the tracked eye). Consequentially
thetoleranceo discrepanciewasgreatlyimproved. We foundthat
for discrepanciessgreatastwo feet betweenthe calibrationand
testdistancethatthe averageerror just after calibrationremained
underone degreeof visual angle. This degreeof erroris appro-
priatefor desktopeye-trackingapplications.This introducederror
couldbefurtherreducedby placingthe scenecameradirectly over
thetracked eye, hawever we decidedagainstthis con guration for
ergonomicreasons.

5 Open-source software

A rohust eye-tracking algorithm was neededfor use with the
openEyedardwaredesigndueto the presencef noisecausedy
the low-costhardware construction.The traditionaldual-threshold
algorithm,which takesa low thresholdto getthe pupil centerand
a high thresholdto getthe cornealre ection, wasoverly suscepti-
ble to this noiseandresultedin extremelypooreye trackingqual-
ity. Therefore we developedthe Starlurstalgorithm,which com-
binesfeature-basedndmodel-basedmageprocessingipproaches
[Li etal. 2005]. The algorithmhasbeenimplementedbn general-
purposehardware and has beentuned for the run-time perfor
manceand accurag necessaryor everyday human-computein-
terfaces.We provide both a cross-platformMatlabimplementation
anda C implementatiorthat runs on the Linux operatingsystem
asopen-sourcsoftwarepackageshatcanbedownloadedrom the
openEyesvebsite.

5.1 The Starburst algorithm

Noise reduction The goal of the algorithmis to extractthe lo-
cationsof the pupil centerandthe cornealre ection soasto relate
the vector differencebetweentheselocationto coordinatesn the
scenadmage. The algorithmbegins by reducingthe shotnoiseand
line noisein the eye image. We reducethe shotnoiseby applying
a5 b5 Gaussianlter with a standarddeviation of 2 pixels. The
line noiseis spuriousanda normalizatiorfactorcanbeappliedline



by line to shift the meanintensityof theline to therunningaverage
derivedfrom previousframes.

Corneal re ection detection Thecornealre ection is located
usinganadaptve brightness-thresholdingchnique We lower the
thresholduntil the ratio betweenthe areaof the largestcandidate
region andthe averageareaof otherregionsbeginsto grow. The
location of the cornealre ection is then given by the geometric
centerof thelargestregionin theimageusingthe adaptvely deter
minedthreshold.Theradiusof thecornealre ection is obtainedby
amodel-basedpproachThecornealre ection is thenremovedby
radial intensityinterpolation,meaningthat for eachpixel between
the centerandthe contour the pixel intensityis determinedvia lin-
earinterpolation.

Feature detection The pupil edgepointsarelocatedusingan
iterative two-stagefeature-basedechnique. We nd the feature
pointsby computingthe derivatives along rays extendingradially
away from a starting point, until a thresholdis exceeded. In the
rst stagethecandidatdeaturepointsaredetectedrom a starting
point. In the secondstage for eachof the candidatdeaturepoints,
thefeature-detectioprocesss repeatedisingthecandidatdeature
pointsasthe startingpoint. The secondstagetendsto increasea-
tio of the numberof featurepoints on the pupil contourover the
numberof featurepointsnot on the pupil contour This two-stage
processterateshy replacingthestartingpointwith thecenterof the
detectedeaturepointsuntil the positionof the centercorverges.

Ellipse tting Given a set of candidatefeature points, the
next stepof the algorithmis to nd the best tting ellipse. If
least-squarespproachis usedto t an ellipse to all the fea-
ture points, grosserrorsmadein the featuredetectionstagecan
stronglyin uence theaccurag of theresults.To addresshis prob-
lem, we utilize the RandomSampleConsensu$RANSAC) tting
paradigm[FischleandBolles1981]. RANSAC is usedto t anel-
lipsein the presencef an unknavn percentagef outliersamong
thecandidatdeaturepoints.In detail, RANSAC is aniterative pro-
cedurethat selectsmary small but randomsubsetsf the feature
points,useseachsubseto t anellipse,and nds the ellipsethat
hasthe largestagreementvith the entire setof candidatefeature
points. Theparameter§rom this ellipsearethenusedto initialize a
local model-basedearchthatoptimizesthe t to theimagedataon
the contourof theellipse.

Calibration To calculatethe pointof gazeof theuserin thescene
image,amappingbetweerocationsin thescenédmageandaneye

positionmustbedetermined Thetypical proceduren eye-tracking
methodologyis to measurethis relationshipthrougha calibration
procedurgStampel993]. During calibration,the useris required
to look at a numberof scenepointsfor which the positionsin the

scendmageareknowvn. While theuseris xating eachscengoint,

theeye positionis measuredThena mappingbetweerthetwo sets
of pointsis generatedisinga polynomialmapping.Theuserspoint

of gazein thescendor ary framecanthenbeestablishedisingthis

mapping.

5.2 cvHAL: computer vision Hardware Abstraction
Layer

cvHAL is a Linux-basedopen-sourcecomputervision software
packagethat we developedto provide an automatedsystemfor

discovery, con guration, networking of video cameras.The soft-
wareallows a developerto focuson computetvision algorithmde-
velopmentby abstractingaway from hardware-speci ccamerais-
sues. cvHAL is an always-ondaemonthat processesequestgor
videostreamdrom clientsonthenetwork. While thereexistsother
similar software, cvHAL is tamgetedat the computefvision com-
munity by implementingadvancedfunctionality suchas multiple-
camerasynchronization¢color-formattransformationsndthe abil-
ity to provide senersidepre-processingnvideostreamsA major
adwantageof cvHAL is thatwith the recentavailability of low-cost
gigabit networking andhigh-speedvirelessnetworking, consumer
gradeoff-the-shelfcameraganbe easilyturnedinto “smartcam-
eras”by connectinghemto ary networked computer cvHAL pro-
videscamerabstractiorfor theopenEyesystemandcanbedown-
loadedfrom the openEyesvebsite.

6 Validation Study

Tablel FOv 1st | 2nd | 3rd
Generatio8 | Wide 1.16| 1.38 | 1.71
Generatiort Wide 0.68 | 1.11| 1.37
Generatiort | Narrav | 0.60 | 1.03 | 1.04

An eye-trackingevaluationwasconductedn orderto validatethe
performanceof the algorithm. Video wasrecordedrom third and
fourthgeneratiorprototypeswvhile thetwo authorsandoneresearch
assistanviewedtwo movie trailerspresentedn alaptopcomputer
Priorto andafterviewing eachtrailer, theusersplacedtheirheadin
achinrestand xated a seriesof nine calibrationmarkson awhite
boardpositionedapproximately60 cm away. The evaluationwas
conductedwice for eachuserin the caseof the fourth generation
prototype.Duringthesecondevaluation thewide eld of view lens
(111° FOV, andsigni cant radialdistortion)usedonthescenecam-
erawasreplacedvith anarrov eld of eld lens(56° Field of View
(FOV)) to evaluatethe potentialincreasen eye-trackingquality at-
tributableto usingalenswithout signi cant radial distortion.

Shawvn in Tablearethe accurag estimategderived from the rst,
secondand third viewings of the calibrationgrid separately Ac-
curay is measuredsthe distancebetweenthe estimatedoint of
gazeandthe actuallocation of the calibrationmarksin the scene
imageaveragedover all nine calibrationpoints. The rst viewing
of the grid is usedto calibratethe eye tracker. The resultsshav
thatthe averageeye-trackingerroris very low in all conditionsand
is easilyon parwith muchmoreexpensve, commerciallyavailable
eye tracking systems. A small decreasén accurag is seenover
the courseof the validation,which canbe attributedto someslip-
pageof theheadgear An improvementin accuray is seenwith the
fourth generatiorprototype,especiallywhenusinga lenswithout
signi cant radialdistortion.

7 Discussion

The goal of this researchwas the developmentof a high-quality
but low-costeye trackingsystenthatis capableof robustreal-time
measuresf the users point of gazefor applicationto desktopand
mobileapplicationsWe expectthatgiventhecombinatiorof open-
sourceeye-trackingsoftware with low-costeye-trackinghardware
built from off-the-shelfcomponentsmotivatedinterfacedesigners
will beableto explorethe potentialof eye movementdor improv-
ing interfacedesignandthatthis will leadto anincreasedole for
eyetrackingin the next generatiornumancomputerinterfaces.



A numberof improvementscould be readily madeto improve the
currentsystemdesignif costwaslessof a concern.First, the en-
tire systemcould be mademore mobile with the useof a smaller
lighter-weight computer Computerswith sufcient computational
power to performeye trackingarealreadyavailablein form factors
thatwould easily t in a shirt or jacket pocket. Thesecomputers
typically costa factorof threemorethana similarly powerful lap-
top. Secondhigh resolutiondigital camerasrealsoreadily avail-
ablein a form factorcomparabléeo our solution, but costa factor
of tenmorethanthe off-the-shelfcamerahatwe utilized. Notably,
however, the superiorresolutionin combinationwith a wide eld
of view lenscould simultaneouslymprove accurag and e xibility
giventhatthereis atrade-of betweerthesizeof theeyein theim-
ageandthe quality of eye tracking. Third, a higherspeedcamera
couldbe employed. An issuewith all low frame-rateeye-tracking
systemds that point of gazeestimatesiuring eye movementscan
be poor. Thisis dueto the motion blur inducedby the long CCD
integrationtimesassociateavith the low frameratesandlow sen-
sitivity to infraredlight of off-the-shelfcameras.Fortunately eye
movementsare very rapid lastingon the orderof 10 milliseconds
while xations aremuchlonger(hundredsof milliseconds). Thus
only 5-10%of the capturedmagesshawv the eye in motionandfor
mary of theseframes,the motion blur is smallenoughthatan ac-
curateestimateof the point of gazecanstill be obtained. Fourth,
furtherconsideratiorcould alsobe givento selectingthin and e x-
ible cable,devising specializecelectronicsto remove the noise,or
moving to awirelesssolution. We expectthattheseconsiderations
would help minimize a degreeof headgearslippageandincrease
the overall comfortof wearingthe system.

While we have madesigni cant progressn designingarobustlow-
costeye-trackingsystemtherestill is muchwork to doto facilitate
the integration of eye trackinginto applications. We expectthat
this taskwill not necessarilyoe trivial but its dif culty will neces-
sarily dependbn the particularapplication.For example,usingeye
movementdo monitortheattentvenesf auserthroughblink rate
and scanpath analysiswould requireonly postprocessingf the
eye movementsdataprovided by our system.However, to control
a cursoron a computerscreenwould require additionalinforma-
tion. Becausdhe useris free to make headmovements the rela-
tionship betweenthe scenecameraandthe computerscreenmust
beknown. Oneway is to trackthe the users headwith a magnetic
or opticaltracker. Sucha measurementould thenallow the eye
movementsrecordedn the coordinateframe of the users headto
be transformedo the coordinateframeof the monitor A moreat-
tractive alternatve thatwe are currently exploring is to useimage
processingechniqueso extractthelocationof markersin thescene
thathave known locationandorientationandto infer the poseand
location of the scenecamera. We expectthat this approachwill
becomepartof the openEyesystemin thefuture.
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